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Abstract—You have to develop an embedded system? You need to show its conformance to a safety standard (e.g. IEC 61508, ISO 26262, DO-178) or a security standard (e.g. IEC 62443, Common Criteria)? How does your life get easier by using a MILS design? Using an embedded operating system can help with modularization. Moreover, a MILS embedded operating system isolates processes and their resources from each other. Resource management and information flow control enable separation in time and separation in space. In this paper we show standard compliance work units that MILS helps achieving by technical means.

Keywords—MILS (Multiple Independent Levels of Security/Safety) operating system, system using MILS, separation kernel, safety, security, embedded system, IEC 61508, ISO 26262, DO-178, IEC 62443, Common Criteria

I. INTRODUCTION

Our objective is practical: assume you develop an embedded system and want to show its conformance to a safety / security standard (e.g. IEC 61508, ISO 26262, DO-178 IEC 62443, or Common Criteria), how does your life get easier by using a MILS design?

At first glance, in the above-mentioned standards, there is no hard requirement like “you shall use a MILS design”. However, software developer common sense is that it is a good idea to develop a system in a modular way. The same common sense will be to reuse existing (COTS = common off-the-shelf) components. In particular, it is a good idea to use an operating system to abstract hardware. Unsurprisingly, this common sense is reflected in the standards themselves. We will point to those sections within the standards where this reasoning can be found. Up to this point, the arguments are valid for using any COTS operating system.

A MILS operating system (also called “separation kernel” [1]) provides controlled resource management and information flow, which are used for separation in time and separation in space. Using a MILS operating system allows to isolate processes and their resources from each other, allowing to show that processes do not interfere with each other or their resources. This means that the burden of proof for separation properties is shifted away from the developer of a product using a MILS operating system. Viewed from the perspective of verification, a MILS operating system reduces the number of possible states your embedded system may have. The adequate qualification and verification of the MILS operating system has been taken care of by the MILS operating system vendor.

We point to where and to which extent separation in time and space can be found in the different safety and security standards and how, in our eyes, the use of a MILS operating system simplifies to get credit for the fulfillment of certain requirements of standards, which, in some cases, would be much harder to confidently fulfill without a MILS operating system.

II. RELEVANT STANDARDS

In this paper we have analyzed standards that are very common and in most cases official means of compliance in different industries. All these standards strongly benefit from using a MILS architecture:

IEC 61508 [2] is applicable for safety certification of a broad range of cyber-physical systems, it covers software and hardware. This standard is used in all industrial domains.

ISO 26262 [3] is an instantiation of IEC 61508, specifically targeting the automotive sector. It covers software and hardware.

DO-178 [4] is "the" standard for qualification of airborne software. It mainly covers software, but also emphasizes the relation of the software to the system (including hardware).

IEC 62443 [5] is directly targeting security for IEC 61508. IEC 61508 Part 1, Section 7.5.2.2, states that “if security
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threats have been identified, then a vulnerability analysis should be undertaken in order to specify security requirements” and points to IEC 62443. As of January 2017, some parts of IEC 62443 still are under development (for which working drafts are available). It covers software and hardware.

Lastly, the Common Criteria for Information Technology Security Evaluation [6] (abbreviated as “CC”) is a standard for security, targeting software and hardware.

III. MILS CONCEPTS AND TECHNICAL MEANS IN THE STANDARDS

MILS is an architecture to build highly reliable systems with a high degree of assurance. MILS achieves modularity and well-defined flows by using partitioning, access control, resource management and control of information flow [7].

A. Modularity and well-defined flows

All standards mentioned above emphasize that a simple, understandable, and verifiable design is helpful to achieve the desired security and safety properties.

One of the most widely accepted techniques to ensure a simple, understandable, and verifiable design is to partition the design into different subsystems. This concept occurs in all standards. Of course, it is usually not possible nor desirable to break down a design into completely isolated components: rather components probably will interact via well-defined control and data flow. Modularity and flow control is one of the tasks that MILS operating systems support well.

B. Space partitioning, time partitioning

Modularity can only be achieved when resources are allocated clearly and non-bypassably. A MILS operating system is a partitioned embedded operating system, and this is one point where MILS operating systems are stronger than other embedded operating systems. Space partitioning is the static allocation of resources (such as memory). Time partitioning comprises handling of interrupts, and scheduling, so that time quotas are always ensured. IEC 61508 explicitly distinguishes between separation in space and separation in time. If separation in space is assumed to comprise “memory access control” and separation in time to comprise “cyclic scheduling”, then a similar distinction, albeit with different wording, is found in DO-178, ISO 26262, IEC 62443 and the CC. Table 1 gives examples where to find space partitioning and time partitioning in the standards.

<table>
<thead>
<tr>
<th>Standard</th>
<th>Space</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEC 61508, Annex F2, F4, F5</td>
<td>“Spatial: the data used by one element shall not be changed by another element. In particular, it shall not be changed by a non-safety related element. a) Use of hardware memory protection between different elements, including elements of differing systematic capability. b) Use of an operating system which permits each element to execute in its own process with its own virtual memory space, supported by hardware memory protection. c) Use of rigorous design, source code and possibly object code analysis to demonstrate that no explicit or implicit memory references are made from between software elements which can result in data belonging to another element being overwritten (for the case where hardware memory protection is not available). d) Software protection of the data of a higher integrity element from illegal modification by a lower integrity element.”</td>
<td>“Memory: With respect to memory, the effects of faults such as those listed below can be considered for software elements executed in each software partition: • corruption of content; • read or write access to memory allocated to another software element. EXAMPLE Mechanisms such as memory protection, parity bits, error-correcting code (ECC), cyclic redundancy check (CRC), redundant storage, restricted access to memory, static analysis of memory accessing software and static allocation can be used.” (Note: SIL D needs hardware support, see Part 6, 7.4.11.)</td>
</tr>
<tr>
<td>ISO 26262, Annex D, Part 6</td>
<td>“Spatial: the data used by one element shall not be changed by another element. In particular, it shall not be changed by a non-safety related element. a) Use of hardware memory protection between different elements, including elements of differing systematic capability. b) Use of an operating system which permits each element to execute in its own process with its own virtual memory space, supported by hardware memory protection. c) Use of rigorous design, source code and possibly object code analysis to demonstrate that no explicit or implicit memory references are made from between software elements which can result in data belonging to another element being overwritten (for the case where hardware memory protection is not available). d) Software protection of the data of a higher integrity element from illegal modification by a lower integrity element.”</td>
<td>“Memory: With respect to memory, the effects of faults such as those listed below can be considered for software elements executed in each software partition: • corruption of content; • read or write access to memory allocated to another software element. EXAMPLE Mechanisms such as memory protection, parity bits, error-correcting code (ECC), cyclic redundancy check (CRC), redundant storage, restricted access to memory, static analysis of memory accessing software and static allocation can be used.” (Note: SIL D needs hardware support, see Part 6, 7.4.11.)</td>
</tr>
</tbody>
</table>

| DO-178, Section 2.4.1 | “A partitioned software component should not be allowed to contaminate another partitioned software component’s code, input/output (I/O), or data storage areas.” (Note: A more explicit distinction between space and time can be found in ARINC-655 [8].) | “A partitioned software component should not be allowed to contaminate another partitioned software component’s code, input/output (I/O), or data storage areas.” (Note: A more explicit distinction between space and time can be found in ARINC-655 [8].) |

| IEC 62443, Part 3.3 | “Temporal: one element shall not cause another element to function incorrectly by taking too high a share of the available processor execution time, or by blocking execution of the other element by locking a shared resource of some kind. a) Deterministic scheduling methods. For example, a cyclic scheduling algorithm which gives each element a defined time slice supported by worst case execution time analysis of each element to demonstrate statically that the timing requirements for each element are met; time triggered architectures. b) Strict priority based scheduling implemented by a real-time executive with a means of avoiding priority inversion. c) Time fences which will terminate the execution of an element if it overruns its allotted execution time or deadline (in such a case, hazard analysis shall be undertaken to show that termination of an element will not result in a dangerous failure, so this technique may be best employed for a non-safety related element). d) An operating system which guarantees that no process can be starved of processor time, for example by means of time slicing. Such an approach may only be applicable where there are no hard real time requirements to be met by the safety related elements, and it is shown that the scheduling algorithm will not result in undue delays to any element.” | “A partitioned software component should not be allowed to contaminate another partitioned software component’s code, input/output (I/O), or data storage areas.” (Note: A more explicit distinction between space and time can be found in ARINC-655 [8].) |

Table 1: Space and time partitioning in different standards
C. Partitioning, freedom from interference, non-interference, information flow

DO-178 Section 2.4.1 explicitly describes partitioning and IEC 61508 Part 3, Annex F, describes a similar concept: “independence of execution” and also “non-interference”. ISO 26262 Part 6, Annex D, uses the term “freedom from interference”. In DO-178 and IEC 61508, non-interference is geared towards availability and integrity. That is, the integrity of each application and the availability of the resources it uses are not hindered by other applications. ISO 26262 Part 6, Annex D also stresses integrity and availability, but additionally includes freedom from interference the absence of accesses to memory allocated to another software element (i.e. not only covering write access, but also read access). No such explicit descriptions have been found in IEC 62443, but related functionality in 62443 is application (or device) partitioning, denial of service protection and resource management (SR 5.4, CR 5.4, SR 7.1, CR 7.1, SR 7.2, CR 7.2). The CC Part 2 provides support to cover functionality giving non-interference by access control (FDP_ACC, FDP_ACF) information flow (FDP_IFC, FDP_IFF), and/or resource management (FRU_RSA).

IV. STANDARD COMPLIANCE WORK UNITS THAT MILS HELPS ACHIEVING BY TECHNICAL MEANS

In this section, we assume that a system will be built that uses a MILS operating system, and the software is encapsulated into different, possibly communicating partitions. For an avionic example of such a system see e.g. [9], for an automotive example see e.g. [10]. The focus of the analysis in this section is on requirements, architecture and design, it is not on verification/testing.

A. ISO 61508 [2]

Within ISO 61508 our focus is Part 3, which deals with software. We begin with Part 3 Section 7.2.2 that is on software safety requirements specification. Here MILS particularly eases the specification of “any safety-related or relevant constraints between the hardware and the software” (7.2.2.7), to “clearly identify the non-safety functions” (7.2.2.9), identify “functions related to the detection, annunciation and management of faults in the software itself (software self-monitoring)” (7.2.2.10), by use of MILS health monitoring provided by the MILS operating system, to fulfill “independence requirements between functions” (7.2.2.10), and to analyze “best case and worst case execution time” (7.2.2.12, the analysis is simplified by using time partitioning).

Part 3 Section 7.4.3 (requirements for software architecture design) gives “operating systems” as example of “major software elements” that can be element of a software architecture design. Part 3 section 7.4.3.2.b states that a software architecture shall “be based on a partitioning into elements/subsystems”, moreover a focus of software architecture (7.4.3.2.c) is to “determine all software/hardware interactions and evaluate and detail their significance”. The use of a MILS operating system by design gives a technical separation into partitions and all software/hardware interactions can be traced to the level of partitions.

Part 3 Section 7.4.2 is dealing with software design requirements, here MILS is particularly useful for “abstraction, modularity and other features which control complexity”, “the expression of ... information flow between elements, ... timing constraints” (7.4.2.2). MILS is a feature that “facilitates software modification” (7.4.2.4, by puzzle composition [11]), and it allows to “keep the safety-related part of the software simple” (7.4.2.6, by factoring out the safety-related part of software into a high-criticality partition), and provides “adequate design measures ensure that the failures of non-safety functions cannot adversely affect safety functions” (7.4.2.8), “unless adequate independence between the safety functions of the different safety integrity levels can be shown in the design” (7.4.2.9, use a MILS platform to justify independence).

B. ISO 26262 [3]

Here it is Part 6 that focuses on software. For the specification one has to show “compliance and consistency with the technical safety requirements; compliance with the system design; and consistency with the hardware-software interface” (Section 6.4.8) which, again is much easier when the system design consists of independent partitions.

Part 6 Section 7.4 is on software architecture. It is required to take into account “the testability of the software architecture during software integration testing; and the maintainability of the software architectural design” (Section 7.4.2), which are simplified by MILS design (thanks to puzzle composition), the design shall exhibit “modularity; encapsulation; and simplicity” (Section 7.4.3), the software architectural design shall describe “the functionality and behavior; the control flow and concurrency of processes; the data flow between the software components; the data flow at external interfaces; and the temporal constraints” (Section 7.4.5) which again is much easier if you have a partitioned system to begin with. Section 7.4.11 explicitly deals with software partitioning, requiring (amongst other) “that shared resources are used in such a way that freedom from interference of software partitions is ensured” (provided by MILS resource separation). Lastly, MILS time and space partitioning greatly helps to ensure the requirements of 7.4.17: “An upper estimation of required resources for the embedded software shall be made, including: the execution time; the storage space; and the communication resources.”

C. DO-178 [4]

Section 2.3 states that “only partitioned software components can be assigned individual software levels by the system safety assessment process.” Section 2.4.1 clarifies that “a partitioned software component should not be allowed to contaminate another partitioned software component’s code, input/output (I/O), or data storage areas”, that it “should be allowed to consume shared processor resources only during its scheduled period of execution” and “failures of hardware unique to a partitioned software component should not cause adverse effects on other partitioned software components”,
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which are a strong separation properties again provided by MILS systems.

On software architecture DO-178 Section 6.3.3.a (referred from Table A-4, item 8) states that functions that provide (logical) partitioning do not conflict with high-level requirements, one way of doing this is to use a MILS operating system. Section 6.3.3.b (referred from Table A-4, item 9) describes that “the objective is to ensure that a correct relationship exists between the components of the software architecture. This relationship exists via data flow and control flow.” MILS provides a good control of data flow and control flow. Further objectives comprise “initialization, asynchronous operation, synchronization, and interrupts” (Section 6.3.3.c, referenced from Table A-4, item 10, which a MILS system can well control), “software architecture is verifiable” (Section 6.3.3.d, referenced from Table A-4, item 11, MILS system break down complexity to partitions and ease verifiability) and that “software partitioning integrity is confirmed” (Section 6.3.3.f, referenced from Table A-4, item 13, MILS systems allow to ensure adequate partitioning integrity by choice of a MILS operating systems).

D. IEC 62443 [5]

As mentioned before, IEC 62443 is not yet fully finalized. Our discussion mainly builds on Part 4.1 (Draft 3, Edit 10) for the requirements for secure product development lifecycle requirements.

Part 4.1 Section 7.3 SR-2 and higher demands that “all products shall have an up-to-date threat model with the following characteristics: correct flow of categorized information throughout the system,” including “trust boundaries”. Use of a MILS system provides partitions as natural application containers with “trust boundaries”. Part 4.1 Section 8.3 SD-2 (defense in depth in design enhancement level 2) demands that “a process shall be employed for including multiple layers of defense where each layer provides additional defense mechanisms. Each layer should assume that the layer in front of it may be compromised. Secure design principles are applied to each layer.” A MILS operating system naturally lends itself be used to add one layer of a defense. For SD-6 (Part 4.1 Section 8.7), MILS covers “least privilege”, “using proven secure components/designs where possible”, “economy of mechanism (striving for simple designs),”, “using secure design patterns”, “attack surface reduction”, “all trust boundaries are documented as part of the design”. In terms of functional requirements (Part 3.3 and Part 4.2 of IEC 62443), MILS very well addresses application (or device) partitioning (Part 3.3 SR 5.4 / Part 4.2 CR 5.4), denial of service protection (Part 3.3 SR 7.1 / Part 4.2 CR 7.1) and resource management (Part 3.3 SR 7.2 / Part 4.2 CR 7.2).

E. Common Criteria (CC) [6]

In terms of product security functional requirements (CC Part 2), MILS systems make it easy to show access control (FPD_ACC, FPD_ACF), information flow control (FPD_IFC, FPD_IFF), and resource management (FRU_RSA), for an example see [12].

For methodology, we base our discussion on CEM (Common Evaluation Methodology), which directly addresses CC evaluators. For the product design, ADV_TDS.3-1 demands that “the structure of the entire” product “is described in terms of subsystems” and ADV_TDS.3-6 demands that the product documentation shall ensure that “interactions between the subsystems” of the product are described. In a MILS-based system, partitions are natural candidates for subsystems. For the product architecture, ADV_ARC.1-2 demands that the evaluator looks at the “security domains”. If you use a partitioned system, then partitions are building blocks for security domains (see e.g. [9]). ADV_ARC.1-4 demands to check how the product protects “itself from tampering by untrusted active entities” and ADV_ARC.1-5 demands that the security architecture adequately describes how the security-enforcing functionality “cannot be bypassed”. Here again, it comes handy to delegate the responsibility to an underlying MILS operating system.

V. DISCUSSION

We have shown, for each standard, where we see significant potential by using a MILS design. In effect, the standard sections we quoted are a list of assurance activities to be achieved where the burden of proof of tricky architectural properties such as separation, information flow control can be shifted in a concrete embedded system deployment to a MILS operating system. As a benefit, the MILS operating system vendor can provide this assurance for the MILS operating system as a product. Of course, we do not claim that the above list is complete, e.g. testing has been largely omitted from the analysis. That omission is mainly because we feel that the benefits for testing are more indirectly resulting from the simplified architecture rather than direct requirements in the standards themselves that a partitioned architecture needs to be used for testing.

For each standard, here, so far, for simplicity we have focused on the software design itself. Often, other parts of the standards than the above-mentioned software-centric parts deal with software-hardware interactions and more arguments for the use of MILS systems can be found. E.g. the automotive ISO 26262 Part 4 (“Product development at the system level”) Section 7.4.6 states that for hardware-software interaction one has to specify “the hardware features that ensure the independence between elements and that support software partitioning; shared and exclusive use of hardware resources; the access mechanism to hardware devices; and the timing constraints defined for each service involved in the technical safety concept”, all which is made much simpler when the hardware interaction can be confined either to the MILS operating system or single driver partitions.

All standards require the common sense that if partitioning is used for separation of critical from non-critical components, then the software implementing the partitioning shall be as trustworthy (in terms of assurance level) as is the most critical component that is being partitioned. That is if you have an application with criticality X, then the MILS operating system at least shall have assurance level X.
Compositional certification is the reuse of artifacts for a lower-level component for a higher-level component (e.g. a system based on a MILS operating system reuses assurance of the MILS operating system), and it is established practice e.g. for DO-178, where MILS systems are frequently deployed. However, each DO-178 certification only targets a specific deployment, and, for software, is usually done fully white-box. The CC as well as IEC 61508, ISO 26262, and IEC 62443 are product-centric, thus they offer reuse and compositional certification (see e.g. [13],[14]).
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